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Abstract

We describe a method for choosing an informationally-optimal sequence of questions

in experiments, using subjects’ responses to previous questions. The method is applied to

induced budget experiments, in which subjects choose allocation of monetary rewards at

sooner and later dates, to elicit time preferences. “Ground truth” simulations create arti�-

cial choice data based on known parameters and then applies the method, and show how

accurately and quickly parameter values can be recovered. Results from online experiments

further validate the advantage of our adaptive procedure over the typical designs in which

the question sequence is not optimized. The resulting parameter estimates from the adaptive

procedure are close to typical values measured in previous studies, but it converges faster

than non-optimized designs. The way the adaptive procedure achieves higher accuracy and

speed is expressed in subjects’ negatively autocorrelated choice patterns, which is a result of

the algorithm’s active search of informative budget slopes.
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1 Introduction

E�cient accumulation of empirical knowledge about individual’s characteristics has become in-

creasingly valuable in many domains of social science, policy design, marketing, and manage-

ment. In this paper we advance one type of optimal method and apply it to inference about time

preference.

In contrast to the approach pursued in this paper, most methods to measure individual-

level constructs (like time preference) in experimental social science are developed by intuitive

hunches about what types of questions will be precise, easy to implement, understandable to a

range of human subjects, and likely to be reproducible. New methods are tried out and adjusted

by trial-and-error testing. Then a de facto standard method often emerges. Methods become con-

ventional when standardization is useful, because �ndings produced by a common method can

be more easily compared.

In experimental economics, two primary methods have become the conventional ways to

measure time preference (Cheung, 2016; Cohen et al., 2016). The older method is asking people

to choose between a reward that is smaller but arrives sooner (called SS ) and a larger reward but

which arrives later (called LL). These choices are typically o�ered in the form of Multiple Price

List (e.g., Andersen et al., 2008; Coller and Williams, 1999; Harrison et al., 2002; Laury et al., 2012;

Takeuchi, 2011) or sequential binary choice (used frequently in brain imaging studies, e.g., Kable

and Glimcher, 2007, 2010; McClure et al., 2004; Peters and Büchel, 2010).

In the second method, subjects allocate a �xed budget of monetary rewards at each of the

two dates (this is called a Convex Time Budget design; Andreoni and Sprenger, 2012; Andreoni

et al., 2015; Augenblick et al., 2015). Let us be more precise: Consider two time points t1 and

t2. A linear budget set of allocations of monetary rewards to be received at those two times is

a line connecting two points (x̄t1 , 0) and (0, x̄t2) on a two-dimensional plane. The �rst point

corresponds to an agent receiving a certain amount x̄t1 of reward at time t1 and nothing at t2.

The second point corresponds to receiving a certain amount x̄t2 at time t2 and nothing at t1. Any

points on the interior of a budget set represent allocations in which she receives positive rewards

on both dates.

3



In order to identify and estimate parameters of di�erent kinds of time preferences, an exper-

imenter needs to vary the time points (t1, t2), the slopes of the budget lines, and the level of the

budget lines. Each budget line can be expressed as a set of these numbers.

The overall design question is how to select a set of budget lines to best estimate time pref-

erences. In almost all previous studies, the set of budget lines was predetermined. Every subject

in an experimental treatment thus faced the same budgets, although the orders of presentation

could be di�erent across subjects.

This paper uses a di�erent approach, which we call DOSE (an acronym for Dynamically

Optimized Sequential Experimentation; the methodology introduced originally by Wang et al.,

2010; Chapman et al., 2018), and applies it to estimation of time preferences.
1

In general, the DOSE

method requires precise speci�cation of several ingredients: (i) A domain of possible questions

(e.g., a set of all possible budget lines); (ii) A set of alternative hypothesesH (typically, combina-

tions of parameterized theories such as an exponential discounting function δt, or a hyperbolic

discounting function 1/(1 +kt), with speci�c values of parameters); (iii) A prior probability over

the setH; and (iv) An information criterion, which is used to measure numerically which question

is expected to best distinguish the hypotheses inH.

The DOSE algorithm chooses a sequence of budget lines that are optimally informative, as

measured by the information criterion. After a subject makes a choice, the posterior probabilities

of all hypotheses inH are updated using Bayes’ rule. The posterior is substituted for the prior in

step (iii) above and the budget line with the highest information value (computed using (iv) above)

is chosen for the next experimental trial or survey item. The algorithm repeats this procedure

until it hits a pre-speci�ed stopping criterion such as the maximum number of questions or some

function of the posteriors (e.g., when one hypothesis passes a high threshold). Intuitively, when

the sequence of choices is customized for each subject in this way, the subjects themselves tell

us, through their answers, the “best” (i.e., most informative) question to ask them next.

There are several potential advantages of DOSE approaches in general.

First, the DOSE method maximizes information gained per question. Therefore, they could

1
Others have developed similar adaptive approaches to estimate preferences; they are described below.
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be particularly useful for subject pools who have a high opportunity cost of time, or become

bored or habituated quickly. Such groups include highly-trained professionals, subjects in online

experiments (such as Amazon’s Mechanical Turk) who quit if experiments are too long (creating

problems of inference based on attrition), human groups such as lesion patients or children, and

animals that typically make long sequences of lab choices.

Second, the posterior distribution of all hypotheses is computed for each subject after each

question, since it is a crucial necessary step (ingredient (iv) described above) in �nding the most

informative budget line for the upcoming trial. Therefore, if the main purpose of the experiment

is inferences about preferences, the analysis is already done when the subjects complete the task.

Third, the DOSE method creates an instant statistical parametric assessment of each subject

after their experimental session is ended. These portraits can show which subjects seem most

impatient, most averse to risk, most reciprocal, most able to learn quickly, most strategic, and so

on. These data could then be used to instantly cherry-pick di�erent statistical types of people for

the next phase of an experiment. This feature will be particularly useful for experiments with

brain imaging using functional magnetic resonance imaging (fMRI) machines. A pre-scanning

choice task with DOSE procedure gives researchers su�cient information to individually tailor

a set of questions to be presented inside the scanner.
2

Last, the fact that the DOSE method generates sequences of questions that are provably opti-

mal (given the priors) can sharpen discourse about what di�erent experimental designs are good

and bad for. Novel designs which are unconventional should gain credibility if they have desir-

able informational properties. The DOSE method can be used in pre-experiment simulation to

select the best �xed set of questions for survey modules.
3

DOSE methods can also be used to

judge the quality of older conventional designs.

We demonstrate the DOSE method in the context of time preference elicitation because those

2
A similar approach has been taken in several existing brain imaging studies, in which discounting function

estimated from SS -LL choices generated by a staircase procedure is used to construct individually-tailored set of

questions in later fMRI task (e.g., van den Bos et al., 2014, 2015).

3
In Falk et al. (2016), questions are selected by identifying the combination of survey items from an extensive

battery of alternative survey questions that best predicts choices in incentivized experiments.
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estimated preferences are important, often surprisingly di�erent, and may depend systematically

on elicitation procedures.

Measures of time preference play a crucial role in many areas of applied economics. Discount

rates are likely to in�uence any choice that re�ects valuation of costs and bene�ts spread over

time. Domains include health (food and exercise), education, �nancial markets, personal and

household �nance. Reliably estimating individual di�erences in time preference is useful for ex-

plaining variation in choices, development of patience in children, and for creating computational

phenotypes of psychiatric disorders.

Furthermore, a huge number of studies show large di�erences in estimated time preferences

(Cohen et al., 2016; Frederick et al., 2002). People are estimated to be more patient for larger

magnitudes, for losses compared to gains, and for getting bene�ts sooner compared to delaying

them. There are also substantial di�erences depending on how attributes of di�erent time-dated

rewards are described or emphasized.

We noted earlier that the two most popular methods for measuring time preference are pair-

wise SS -LL choices, and choosing an allocation from a Convex Time Budget (CTB). A person

choosing a point on the budget line is generating more information because they are compar-

ing many di�erent time-reward bundles at a time. An advantage of budget line experiments is

that they enable a test of consistency of choices with revealed preference conditions, such as the

Generalized Axiom of Revealed Preference (GARP; Afriat, 1967).
4

Linear budgets experiments have become a popular method for studying individual prefer-

ences in laboratory and �eld. Its �rst use, to our knowledge, was by Loomes (1991). Linear budgets

have been used to study social preferences (e.g., Andreoni and Vesterlund, 2001; Andreoni and

4
This is a nonparametric test of utility maximization and together with a measure of degree of violation, such as

Afriat’s (1972) Critical Cost E�ciency Index (CCEI) or the Money Pump Index by Echenique et al. (2011), researchers

can quantify the “quality” of decision making of each individual. Virtually all studies show high consistency with

GARP (Choi et al., 2007, 2014), including studies with children (Harbaugh et al., 2001) and capuchin monkeys (Chen

et al., 2006). For CTB choice data, Echenique et al. (2016b) propose rnonparametric revealed preference tests and mea-

sures of degree of violations for several models including exponentially discounted utility model, quasi-hyperbolic

discounted utility model, and time-separable utility model.
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Miller, 2002; Fisman et al., 2007), risk and ambiguity preferences (e.g., Ahn et al., 2014; Choi et al.,

2007, 2014; Loomes, 1991), time preferences (Andreoni and Sprenger, 2012; Augenblick et al., 2015,

among others presented in Table A.1 in Appendix A), and general utility maximization with con-

sumer goods and foods as rewards (Burghart et al., 2013; Camille et al., 2011; Harbaugh et al.,

2001; Sippel, 1997). In this paper we apply the DOSE to CTB environment, but in principle it is

applicable to linear budget experiments with any domains of choices.

Budget line methods are appealing because they generate more information than binary

choices (by presenting more choices on each question). However, it is also possible that the

complexity of choosing just one point on a line generates di�erent expressed preferences than

other methods.
5

The general possibility that two methods produce con�icting results is called

“procedure-variance”—i.e., elicited preferences can be sensitive to the procedure used to elicit

those preferences. Procedure-variance has been the subject of much research in psychology and

behavioral economics (e.g., choice-matching preference reversals; see Tversky et al., 1990), but

less in experimental economics.

In any case, the CTB method has caught on quickly. It has been used in more than 40 studies,

both in the laboratory, in lab-in-�eld tests, and in representative surveys (see Table A.1 in Ap-

pendix A).
6

However, the earliest estimates of time preference measured using CTB are quite dif-

ferent than measures delivered from binary choice. In Andreoni and Sprenger (2012), for example,

there is very little concavity of utility for money and no evident present bias for money. How-

ever, rates of time discounting are comparable to those in many other studies (around 30%/year).

5
Andreoni and Sprenger (2012) did compare the CTB estimates to those from a “double multiple price list” (list

of pairwise choices, for both time and risk; Andersen et al., 2008). A focus of many studies, including ours, is

speci�cations in which immediate rewards are weighted by one, and future rewards at time t are weighted by βδt

(Laibson, 1997; Phelps and Pollak, 1968). The parameter β is a preference for immediacy, or present-bias. The

parameter δ is a conventional discount factor. Note that when β = 1 this quasi-hyperbolic speci�cation reduces

to exponential discounting. In the Andreoni and Sprenger’s (2012) analysis, the correlation of the inferred discount

rates δ in CTB and double multiple price list, within subjects, was 0.42. At the same time, their estimates of β are

quite close to one, while most other methods estimate β < 1.

6
CTB datasets from some of the published studies are systematically analyzed in Echenique et al. (2016a,b) using

a nonparametric revealed preference approach and in Imai et al. (2018) using a meta-analytic approach.
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There are also a large majority of allocations chosen as endpoints (also called as corners) of bud-

get lines (i.e., all tokens allocated to rewards at only one date). If endpoint choices are common,

more information will be gained by systematically tilting budget line slopes up and down more

aggressively than is done in a �xed-sequence design (in order to �ip choices from one endpoint to

another). The DOSE method applied to CTB will speci�c exactly how to do that most e�ciently.

2 Background

The DOSE method is an innovation in a developing family of adaptive methods used in various

�elds (though not much in experimental economics publications). The major contribution is a

particular measure of information value, called Equivalence Class Edge Cutting (EC2), which is

adaptively submodular, which therefore provably guarantees some useful theoretical and practi-

cal properties. The method was introduced in computer science by Golovin et al. (2010), and it is

applied here to novel economic questions. See Appendix B for the theoretical background of this

information value.

Earlier applications of optimal design methods were made in statistics (Lindley, 1956), decision

theory (Howard, 1966), computer-assisted testing (CAT) in psychometrics (e.g., Wainer and Lewis,

1990) and Bayesian experimental design (Chaloner and Verdinelli, 1995).

Adaptive methods extended these approaches to trial-by-trial question choice to optimize in-

formation gain. Examples include cognitive psychology (e.g., Myung and Pitt, 2009), adaptive

choice-based conjoint measurement in marketing (e.g., Abernethy et al., 2008), and “active learn-

ing” methods in computer science (Golovin and Krause, 2010) and machine learning (Nowak,

2009; Dasgupta, 2004). Existing methods created by psychologists and economists to measure pa-

rameters such as risk aversion include Cavagnaro et al. (2010, 2011, 2013b,a, 2016), Myung et al.

(2009, 2013), Toubia et al. (2013), and Chapman et al. (2018).
7

We compare our method and these

7
One unpublished paper (Ray et al., 2012) applied the EC

2
criterion in a similar adaptive design framework which

they called Bayesian Rapid Optimal Adaptive Design (BROAD), but did not use a clear user interface like ours in the

experiments, did not compare BROAD with other sequencing methods, and did not report parameter estimates—

which are the numerical results of most interest for economics. Ray et al. (2012) focused on computer-scienti�c
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existing ones in Section 3.5.

Computer scientists have shown that �nding an optimal sequence of test choices is not just

computationally di�cult (NP-hard) but is also di�cult to approximate (Chakaravarthy et al.,

2007). Several heuristic approaches have been proposed that perform well in some speci�c appli-

cations, but do not have theoretical guarantees (e.g., MacKay, 1992); that is, there are no proofs

about how costly the heuristic sequence will be compared to the optimal sequence. (The concept

of “costly” in computer science is roughly the number of trials.)

Note that early e�orts to introduce static optimal design in experimental economics (El-Gamal

et al., 1993; El-Gamal and Palfrey, 1996; Mo�att, 2007, 2016) did not gain traction. The time is now

riper for DOSE methods because: Computing power is better than ever; scalable cloud comput-

ing services such as Amazon’s Elastic Compute Cloud and Microsoft’s Azure, are available at a

reasonable cost; the new method from computer science (EC
2
) applied here provides theoretical

guarantees on e�cient computability; and there are many new competing theories in behavioral

economics which need to be e�ciently compared.

In experimental psychology and economics, there are two popular approaches for dynamic

selection of question items. In the (binary-choice) staircase method, originally developed in psy-

chophysics (Cornsweet, 1962; von Békésy, 1947), one option is �xed while the other option varies

from trial to trial, re�ecting the subject’s response in the previous trial. The method can be used

to identify indi�erence points without Multiple Price List (also called as the bisection method; see,

e.g., Abdellaoui, 2000; Dimmock et al., 2016; van de Kuilen and Wakker, 2011). In the iterative

Multiple Price List (e.g., Andersen et al., 2006; Brown and Kim, 2014), subjects complete two lists

where the second list has a �ner gradation of choices around the option chosen in the �rst list.

The crucial di�erence between our adaptive procedure and those existing ones is that the latter

do not maximize objective measures of informativeness of questions, which DOSE does.

In economic choice applications, there is one possible imperfection in DOSE methods: In

theory, subjects might prefer to strategically manipulate their early responses in order to get

“better" (more economically valuable) future questions. This is a potential problem because a

aspects of the method and demonstrated advantages of EC
2

over other known algorithms in computer science,

including information gain, value of information, and generalized binary search.
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strategic earlier choice is likely to be di�erent from the choice they would make if they were

making only a single choice.

There are some sensible arguments against why strategizing is unlikely, and several types of

evidence that it is not occurring. Since it is easier to understand these arguments and evidence

after learning more about the method, and digesting our empirical results, we postpone them to

a penultimate section before the conclusion.

3 Adaptive Experimental Design Method

The benchmark model for choices of rewards distributed over time is exponential discount-

ing (Koopmans, 1960; Samuelson, 1937). There is also a huge literature from psychology, be-

havioral economics, animal behavior, and neuroscience providing evidence that human behavior

is often time-inconsistent, and people are willing to forego larger delayed rewards for smaller

rewards if they are immediate (Cohen et al., 2016; Frederick et al., 2002). Descriptive models that

account for this departure from rationality vary from the one-parameter hyperbolic discounting

function (Mazur, 1987), to present-bias models, such as quasi-hyperbolic discounting (Laibson,

1997; Phelps and Pollak, 1968), and �xed time cost models that have an additional parameter to

account for the observation that people pay a premium to choose options that are immediately

available (Benhabib et al., 2010). Models of time preference are useful in decision making in many

contexts, including consumer behavior, health (Gafni and Torrance, 1984), savings and consump-

tion (Angeletos et al., 2001), and organizing work (e.g., responses to deadlines O’Donoghue and

Rabin, 1999). Given the range of available models, a framework for e�ciently comparing time

preference models can help choose the most descriptive model quickly.

3.1 Environment

We extend adaptive design methods developed for binary choice experiments to an environ-

ment with linear budgets as in Andreoni and Miller (2002), Choi et al. (2007), and Andreoni and

Sprenger (2012). This extension is straightforward if the continuous range of possible allocations
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on the budget line is discretized.
8

LetM denote the set of model classes and h ∈ H denote a hypothesis, which is a combina-

tion of a model class and a speci�c parametrization. For example, exponential discounting with

discount factor δ = 0.98 can be one hypothesis and quasi-hyperbolic discounting with a pair of

present bias and discount factor (β, δ) = (0.95, 0.99) can be another hypothesis. We are endowed

with a prior µ0 over H. We assume µ0(h) > 0 for all h ∈ H by pruning zero-prior hypotheses

fromH in advance. The subsetHm ⊆ H denotes the set of sub-hypotheses (i.e., di�erent parame-

ter speci�cations) under model m ∈M. Note that the sets of sub-hypotheses need not be nested

each other (i.e., {Hm}m∈M is not necessarily a partition ofH). The method is able to distinguish

among nonnested models (such as exponential discounting model and hyperbolic discounting

model).

Let Q denote the set of all questions. A question consists of two options in case of binary

choice experiments, while it is a (discrete) budget set in case of liner budget experiments. Let

Xq denote the set of all possible responses (or answers) to question q ∈ Q. We can suppress

the subscript q by standardizing the representation of responses. For example, X = {0, 1}would

represent the set of available options, the left option (0) and the right option (1) in a binary choice

question, and X = {0, 1, . . . , 99, 100} would represent 101 equidistant points on a budget line.
9

We use X to represent a random variable on X .

Let r ∈ N represent the round in the task. For example, qr ∈ Q indicates that question

qr was presented at round r and xr ∈ X indicates that xr was selected as a response to that

question. A vector qr represents a sequence of questions presented up to round r, i.e., qr =

(q1, q2, . . . , qr). Similarly, a vector xr = (x1, x2, . . . , xr) represents a sequence of responses up

to round r. Combining those, a pair of vectors or = (qr,xr) summarizes what have been asked

and observed so far, which we simply call an observation. The set of observations after round r

is Or and we let O =
⋃
r≥1Or denote the set of all possible observations. After every round r,

8
Discretization is harmless because most subjects choose a very limited set of round numbers, which are approx-

imate multiples of 100/10, 100/4 or 100/3.

9
One can also view this representation as an allocation of 100 experimental “tokens” into two accounts, each of

which is associated with di�erent monetary value as in Andreoni and Sprenger (2012).
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Table 1: List of variables.

Variable Description

M The set of model classes

H The set of hypotheses

Hm ⊆ H The set of hypotheses under model class m ∈M

Q The set of questions

X The set of responses to questions

qr = (q1, . . . , qr) A sequence of questions up to round r

xr = (x1, . . . , xr) A sequence of responses up to round r

or = (qr,xr) A sequence of observations (question-response pairs) up to round r

µ0 A prior belief overH s.t. µ0(h) > 0 for all h ∈ H and

∑
h∈H µ0(h) = 1

µr(·|or) A posterior belief after observing or

we update our beliefs to µr(·|or) by the Bayes’ rule. See Table 1 as a reference to those notations

and de�nitions. As usual, E stands for the expectation operator with respect to an appropriate

measure and Pr is a generic probability measure.

3.2 The Information Value of Questions

Quantifying the information value of questions is the most crucial part of adaptive experimental

design methods. In the current study, we consider a particular type of informativeness function

∆ : Q × O → R, the Equivalence Class Edge Cutting (EC2) criterion, proposed originally in

Golovin et al. (2010) and later used in an unpublished work (Ray et al., 2012).
10

Given the sequence of questions and responses or = (qr,xr), we de�ne the EC2 informational

10
In the early phase of this project, we also considered another informativeness function based on the Kullback-

Leibler (KL) divergence (Kullback and Leibler, 1951), following El-Gamal and Palfrey (1996) and Chapman et al. (2018).

In the simulation exercises we found that this informativeness function is signi�cantly slower than EC
2

criterion in

preparation of next question. Since computational speed is essential in some applications, we decided not to pursue

comparison of EC
2

and KL.
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value ∆
EC

2 of question q ∈ Q\{q1, . . . , qr} to be asked in round r + 1 by:

∆
EC

2(q|or) =

∑
x∈Xq

Pr[Xr+1 = x|or]

(∑
h∈H

Pr[h|Xr+1 = x,or]
2

)−∑
h∈H

µr(h|or)2. (1)

The �rst component Pr[Xr+1 = x|or] is the probability of observing response x ∈ Xq condi-

tional on the past observations or, which is calculated by

Pr[Xr+1 = x|or] =
∑
h∈H

Pr[Xr+1 = x|h]µr(h|or). (2)

The second component Pr[h|Xr+1 = x,or] is the posterior belief of hypothesis h ∈ H con-

ditional on the updated observations ((qr, q), (xr, x)). It is calculated using the Bayes’ rule:

Pr[h|Xr+1 = x,or] =
Pr[Xr+1 = x|h,or]µr(h|or)∑

h′∈H Pr[Xr+1 = x|h′,or]µr(h′|or)

=
Pr[Xr+1 = x|h]µr(h|or)∑

h′∈H Pr[Xr+1 = x|h′]µr(h′|or)
.

(3)

The last term, the sum of squared posteriors, is a constant term independent of q. We keep

this term for completeness in presentation (see Appendix B for theoretical background), but we

can ignore that term in practice.

One can interpret the EC
2

informativeness function as the expected reduction inGini impurity

following the observation of Xr.
11

The Gini impurity is commonly used in classi�cation and

regression tree (CART) machine learning applications.
12

It is de�ned by

IGini(f) =
∑
j∈J

fj(1− fj) = 1−
∑
j∈J

f 2
j ,

where J is the set of “labels” (or “classes”) in the classi�cation problem and fj is the probability

of label j ∈ J .
13

11
We thank Romann Weber for pointing out this relationship between the EC

2
informativeness function and Gini

impurity.

12
In a decision tree machine learning problem, the term purity refers to the quality of a predictive split within

a node of the tree: A split that classi�es observations perfectly has no “impurity”; a split which misclassi�es is

“impure”.

13
An impurity function is a function de�ned on a (K − 1)-dimensional simplex {(f1, . . . , fK) : fk ≥ 0, k =

1, . . .K,
∑K

k=1 fk = 1} such that: (i) it is maximized only at (1/K, . . . , 1/K); (ii) it achieves its minimum at the

vertices of the simplex (where all probability is placed on one hypothesis, fj = 1 for some j); and (iii) it is a symmetric

function (i.e., permutation of does not change the value of the function).

13



Then, IGini(f) gives the expected rate of incorrect labeling if the classi�cation was decided

according to the label distribution f . Replacing the label set J with the hypothesis set H and

the label distribution with the posterior belief µr, we obtain the equivalence between our EC
2

informativeness function and the expected reduction in Gini impurity:

∆
EC

2(q|or) = IGini(µr(·|or))− E[IGini(µr+1(·|or, (q, x)))],

where the expectation in the second term is taken with respect to Pr[Xr+1|or].

Computation of ∆EC2 . The necessary ingredients for calculation of ∆
EC

2(q|or) are (condi-

tional) choice probabilities Pr[Xr+1|h] and the posterior beliefs µr(h|or) for h ∈ H.

The posterior beliefs µr(·|or) are calculated using Bayes’ rule. The belief formation process

starts with an initial prior µ0. As new observations are accumulated, posterior beliefs are updated

using equation (3) based on the actual response xr+1. For the conditional choice probability

Pr[X|h], we need to impose some behavioral assumption that maps hypothesized preference to

observed choice, and preferably includes a reasonable type of noise in responses. In the current

study, we mainly consider a stochastic choice model in the form of multinomial logit (also called

as sotfmax choice model; in the context of CTB choices see Harrison et al., 2013; Janssens et al.,

2017):

Pr[X = x|h] =
exp(Uh(x)/λ)∑

x′∈X exp(Uh(x′)/λ)
, (4)

where Uh is a parametrized utility function under hypothesis h ∈ H. The “temperature” (or re-

sponse sensitivity) parameter λ ≥ 0 controls the sensitivity of choice probabilities to the underly-

ing utility values.
14

The choice probability approaches to a uniform distribution as λ→∞while

it approaches to a degenerate probability distribution assigning all mass at the utility-maximizing

option as λ→ 0.

In general, possible values of λ can be incorporated as part of the hypothesis spaceH to cap-

ture individual heterogeneity of noisiness or to distinguish optimally between di�erent models

14
Apesteguia and Ballester (2018) point out that the use of a random utility model (RUM) in estimation of risk and

time preferences has an identi�cation problem while the random parameter model (RPM) does not. Extension of the

DOSE methods and systematic comparison between RUM and RPM are left for future works.
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of noise (e.g., Bardsley et al., 2009; Wilcox, 2008). In the application of the DOSE methods in our

online experiments, we set λ at an exogenously �xed value, since identifying the temperature

parameter at the same time as identifying other core preference parameters have proved to be

challenging in a simpler choice domains than ours (Chapman et al., 2018). We complement the

analysis by running additional simulations which simultaneously estimate preference parameters

and noise (Section 4).

3.3 Selecting the Most Informative Next Question

Given an informativeness function ∆
EC

2 , a question is selected to be asked in round r + 1 by

qr+1 ∈ argmax
q∈Q\{q1,...,qr}

∆
EC

2(q|or). (5)

In the rare case of multiple maximizers of ∆
EC

2(q|or)— equally informative questions— the al-

gorithm selects one randomly. Notice that the question selection rule (5) is myopic—we are not

taking the e�ect of response xr+1 to the potential future question selection into account. We

discuss this limiting feature brie�y in the concluding Section 7.

3.4 Prior Beliefs

In order to initiate the adaptive question selection procedure, we have to specify a Bayesian prior

µ0 over hypotheses. The easiest way to specify a prior is to assume that each model classm ∈M

has equal probability, which is then spread uniformly across all hypothesis h ∈ Hm in that model

class. A useful alternative is a data-driven prior which uses distributions of parameters obtained

from existing studies. For example, Wang et al. (2010) suggest the following procedure. First,

estimates of each parameter are binned into n equiprobable bins. Second, the midpoints of those

bins are used as discrete mass points, each of which is assumed to have 1/n probabilities. One can

also add “extreme” parameters to capture possibilities of outliers. Assuming that three parameters

are independently distributed, we obtain the prior µ0(h) by the product of the Bayesian priors

over the parameters. After running experiments and obtain more data, we go back to the �rst

point and re�ne our beliefs.
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3.5 Comparison to Other Adaptive Design Approaches

DOSE is di�erent than other existing methods such as Dynamic Experiments for Estimating

Preferences (DEEP; Toubia et al., 2013) and Adaptive Design Optimization (ADO; Cavagnaro

et al., 2010, 2011, 2013b,a, 2016; Myung et al., 2009, 2013). Essentially, the main di�erence across

methodologies lies in the formulation of the informativeness function measuring the value of

next questions, and some computational details.

In the DEEP method, the question that maximizes the expected norm of the Hessian of the

posterior distribution at its mode, also called as the maximum a posteriori estimate (MAP es-

timate; DeGroot, 1970), is selected for next round. The authors used the absolute value of the

determinant as the norm of the Hessian. This choice of informativeness function was motivated

by the fact that the asymptotic covariance matrix of the maximum likelihood estimator (MLE) is

equal to the inverse of the Hessian of the log-likelihood function at the MLE. In ADO method,

on the other hand, the informativeness of a question is measured in terms of Shannon mutual

information (Cover and Thomas, 1991).

In addition to the formulation of the informativeness function, there is another key di�erence

that distinguishes those existing approaches and the one we take here—DOSE requires discretiza-

tion of the parameter space while DEEP and ADO deal with continuous spaces. This feature can

be a disadvantage of our methodology, but at the same time it is inevitable given that the space

of choice alternatives in our linear budget environment is much larger than simple binary choice

environment in those previous studies. Comparing DOSE against DEEP and ADO is beyond the

scope of the current study is left for future work.

The closest paper to ours is Chapman et al. (2018) (a revision of Wang et al., 2010). They use a

Kullback-Liebler divergence and emphasize surprising results about loss-aversion from a survey,

whereas we apply the EC
2

method to Convex Time Budget protocol (a method which could be

easily extended to other budget line experiments for risk and social preferences, such as: Choi

et al., 2007; Fisman et al., 2007).
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4 Simulation Exercises

To evaluate the performance of our adaptive design approach, we conduct several simulation

exercises (called “ground truth” in computer science). In a CTB experiment, every round a subject

is asked to allocate experimental budget between two time periods t and t+k. Date t is called the

“sooner” payment date and t+ k is called the “later” payment date; the gap between them is the

delay length k. Choices were made by allocating 100 tokens between two payment dates. There

are token exchange rates (at, at+k) that convert tokens to money. The slope of the budget line is

thus determined by the gross interest rate over k periods, 1 + ρ = at+k/at. By choosing sets of

(t, k, at, at+k), the researcher can identify preference parameters both at the aggregate and the

individual level.

Let D = (D(t),D(k),D(at),D(at+k)) denote the design space, a collection of vectors spec-

ifying the spaces of parameters. For example, D(t) = (0, 7, 35) and D(at+k) = (0.20, 0.25)

specify an environment in which sooner payment dates can be today, a week from today, or �ve

weeks from today, and one token allocated to sooner or later dates is worth $0.20 and $0.25, re-

spectively. The set of questions Q is all possible combinations of the numbers in the vectors D,

denoted Q(D).

In the following simulation exercises, as a �rst step, our interest is in parameter estimation

within one �xed model class. Since we focus the CTB method applied to estimate parameters in

quasi-hyperbolic discounting (QHD) model (Laibson, 1997; Phelps and Pollak, 1968).
15

Assuming

a QHD with power utility function, a consumption (ct, ct+k) is evaluated (at time 0) as:

U(ct, ct+k) =
1

α
cαt + β1{t=0}δk

1

α
cαt+k, (6)

where δ is the per-period discount factor, β is the present bias, and α is the utility curvature

parameter.

We report results from several model recovery exercises (also known as a “ground truth”

analysis) below. Each simulation assumes a “true” underlying preference h0 ∈ H and generates

15
See Andreoni and Sprenger (2012), Andreoni et al. (2015), Augenblick et al. (2015), Balakrishnan et al. (2015),

Bousquet (2016), Brocas et al. (2016), Janssens et al. (2017), Kuhn et al. (2017), Sawada and Kuroishi (2015), Sun and

Potters (2016).
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choices according to that model. Questions are prepared either by an adaptive procedure or

by a random selection from Q (without replacement). We measured how fast and precisely the

adaptive design can recover the true model.

4.1 Simulation Parameters

We construct two hypothesis spaces using the data-driven approach (see Appendix D for details).

The �rst hypothesis space H1 (top panel in Table 2) focuses on QHD parameters (α, δ, β) while

�xing the softmax temperature λ ∈ {0.04, 0.18} to check the e�ects of noisiness in stochastic

choices. There are 175 unique combinations of parameters in this hypothesis space. The second

hypothesis space H2 (bottom panel in Table 2) is used to study performance when jointly esti-

mating preference parameters and the noise parameter. There are 135 unique combinations of

parameters in this hypothesis space.

We combine these hypothesis spaces with a common question design space:

D =


t : (0, 7, 28)

k : (21, 35, 42, 56)

at : (0.14, 0.15, 0.16, 0.17, 0.18)

at+k : (0.17, 0.18, 0.19, 0.20, 0.21)

 .

The numbers in this design space are chosen so that the reward magnitudes are comparable to

those in Andreoni and Sprenger’s (2012), Andreoni et al. (2015), and Augenblick et al. (2015), upon

which our data-driven priors are based. The total number of questions in Q is 300.

4.2 Procedure

Every simulation consists of |H| “subsimulations,” in which: (i) One hypothesis h ∈ H is �xed

as the “true model”; (ii) 45 questions are generated by three selection rules: EC
2
, “Fixed,” and

“Random”; and (iii) Choices are generated with stochastic choice model (4) together with assumed

parameter values h.
16

We repeat this procedure 100 times for each h.

16
We simulate choices following a procedure described in Meier and Sprenger (2015). The stochastic choice (4)

gives a cumulative distribution function F (x) =
∑x

y∈{0,...,100} Pr[X = y|h]. We then draw a number ξ from a
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Table 2: Data-driven prior: parameter values and their initial probabilities. Top panel: H1 focusing on

QHD parameters. Bottom panel: H2 including noise parameter.

H1 α 0.7675 0.9016 0.9519 0.9719 0.9833

µ0(α) 0.2 0.2 0.2 0.2 0.2

δ 0.9945 0.9972 0.9986 0.9992 1.0012

µ0(δ) 0.2 0.2 0.2 0.2 0.2

β 0.8839 0.9401 0.9786 1.0000 1.0233 1.0623 1.1237

µ0(β) 0.1 0.1 0.2 0.2 0.2 0.1 0.1

H2 α 0.7946 0.9480 0.9827

µ0(α) 0.33 0.33 0.33

δ 0.9950 0.9982 1.0011

µ0(δ) 0.33 0.33 0.33

β 0.9010 0.9786 1.0000 1.0233 1.1079

µ0(β) 0.2 0.2 0.2 0.2 0.2

λ 0.72 1.08 1.8

µ0(λ) 0.33 0.33 0.33

The Random rule selects questions purely randomly (without replacement) fromQ. The Fixed

rule pre-speci�es an order of 45 questions to capture how a CTB design is most often used in

existing studies. A typical CTB design “blocks” questions based on a time frame (t, k), so that

subjects complete several questions under the same time frame before moving to a new time

frame. Within each time frame, subjects often see questions that are ordered by the gross interest

rates (see Table F.1 in Appendix F).

We note, however, that in many CTB experiments subjects see several questions presented

simultaneously on the same sheet of paper or on the computer screen. Therefore, the order at

uniform distribution on [0, 1]. We assign a choice x∗ if F (x∗ − 1) ≤ ξ < F (x∗) with F (−1) = 0.
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which subjects answer questions may not necessarily coincide with the order of presentation,

which typically has monotonic structure as described above. Even with this caveat in mind, the

“monotonic” Fixed rule will be a useful benchmark to compare against EC
2

algorithm.

Some technical details about implementation of EC
2

algorithm is presented in Appendix C.

4.3 Results

The primary variables of interests are: (i) speed of underlying parameter recovery, (ii) frequency

of correct parameter recovery, and the e�ects of noise level in choices and reward magnitudes.

Now, we introduce some notation that becomes useful later. Suppose we run S iterations of

R questions under true model h0. Each iteration consists of the following steps: Let µsr(h|h0)

denote the posterior belief of a hypothesis h in round r of iteration s, when h0 is the true model;

let µ̄r(h
0|h0) =

∑S
s=1 µ

s
r(h

0|h0)/S denote the posterior belief of the true model averaged over

all iterations; let hMAP

s = argmax
∑R

r=R−n+1 µ
s
r(h|ho)/n denote the maximum a posteriori (MAP)

estimate given by average beliefs of the last n rounds in iteration s; and let hits(h
0) = 1{hMAP =

h0} ∈ {0, 1} be an indicator for whether the MAP hypothesis matches the true model in iteration

s. Finally, the hit rate is given by

∑S
s=1 hits(h

0)/S.

Accuracy of parameter recovery. The EC
2

algorithm recovers the underlying preference pa-

rametersmore accurately, andmore quickly, compared to two benchmark cases. Figure 1 compares

hit rates of EC
2

and Fixed, using the MAP estimates given by the average posteriors from the �nal

�ve rounds. Columns A to C in each row represent the same information, but are color-coded

based on the parameter values of the underlying hypotheses. Since we take hit rates from EC
2

algorithm on the y-axis, data points appearing above the 45-degree line, as in this �gure, indicate

that EC
2

algorithm is more accurate (at the end of the simulation), compared to Fixed question

design. We also �nd better performance of EC
2

compared to Random, but no visible di�erence

between Fixed and Random (Figures E.1 and E.2 in Appendix E).

Comparing distributions of hit rates between panels (within each row) or between rows fur-

ther reveals the following. First, whether or not the algorithm can achieve higher performance
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Figure 1: “Hit rates” comparison between EC
2

and Fixed. The �rst row is from simulation with H1 and

λ = 0.04, and the second row is with H1 and λ = 0.18. Each panel is color-coded by the parameter value,

and it shows fundamental di�culty in recovering smaller α’s.

depends on the underlying parameter values, especially α (see panel A in each row of the �g-

ure). Regardless of the algorithm, there is a fundamental di�culty in accurately recovering utility

functions which are “su�ciently concave.” The other two parameters, on the other hand, do not

have such clear e�ects on accuracy.

Second, as expected, noisier choices reduce overall performance of the algorithms (compare

the �rst and second rows). Even the EC
2

algorithm sometimes produce hit rates less than 0.5.

Speed of parameter recovery. Next, we show that the EC
2

algorithm works faster than the

benchmarks. Figure 2 shows the time series of posterior standard deviation of each parameter (α

in panel A, δ in panel B, and β in panel C). The solid lines represent the dynamics of the median of

posterior standard deviations after round r response, across all simulations s = 1, . . . , S and all

true underlying models h0 ∈ H. The shaded bands represent inter-quartile range at each point

in time.

We observe: (i) Both EC
2

and Random algorithms reduce a lot of uncertainty by the 10-th

question; (ii) All three question selection rules perform comparably in identi�cation of α; (iii)
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Figure 2: Posterior standard deviation over time. The �rst row is from simulation with H1 and λ = 0.04,

and the second row is with H1 and λ = 0.18. The 25-percentile, median, 75-percentile for each algorithm

are presented.

Fixed design performs worst, especially in identi�cation of δ (the lines look like “steps” because

time frames change after every �ve questions); (iv) higher degree of noise in choices stretch the

inter-quartile range of standard deviations (compare the bottom row, with higher noise, to the

top). Overall, the �gure shows that EC
2

is faster than the benchmarks, especially the �xed design.

The dynamics of posteriors over the true model is another measure of speed with which we

can compare di�erent question selection rules. Figure E.3 in Appendix E presents µ̄r(h
0|h0),

r = 1, . . . , 45, for several combinations of (α, δ, β). The EC
2

algorithm always gives higher

posterior beliefs compared to other two benchmarks, but the speed of updating and the �nal

level of the posterior depend crucially on the underlying true model h0. For example, it su�ers

to identify parameters when utility function has large curvature (α = 0.7675; top right panel in

Figure E.3 in Appendix E).
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Figure 3: “Hit rates” comparison between EC
2

and Fixed (left) and EC
2

and Random (right).
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Figure 4: Posterior standard deviation over time.

Joint estimation of preference parameters and noise. Participants in real experiments and

surveys are expected to exhibit heterogeneity not only in the core preference parameters but also

in their tendency to make mistakes. The second set of simulations with hypothesis space H2,

which includes softmax temperature λ, will assess the performance of the DOSE method in such

an environment.

Figures 3 and 4 demonstrate that EC
2

achieves higher hit rates and removes uncertainty faster

compared to both Fixed and Random designs. These observations validate the relative perfor-

mance advantage of the DOSE method over standard designs even in the presence of heteroge-

neous noise.

Joint estimation of preference parameters and noise itself is not a major challenge in the

DOSE method. However, in applying the method, the researcher has to trade-o� bene�t and cost

of allowing heterogenous noise. As we see in Figure 4D, even EC
2

requires many questions to
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identify the true λ, which also a�ects the speed of identifying other preference parameters.

Computation speed of EC2. In order for the DOSE method to be a useful adaptive design

algorithm, it has to calculate the informational value of questions and present the next question

to the subjects instantly. Under the sizes of the design space and the hypothesis space used in

the simulations (300 and 175, respectively), it takes less than 10 seconds to initialize the set of

all questions Q and hypotheses H, and takes about 50 to 70 milliseconds to prepare the next

question between each round. Therefore, in experiments of this size the subjects will not have to

wait unnaturally long between questions.

5 Experimental Design

Simulation exercises presented in the previous section establish the power of our application of

the adaptive question selection mechanism. We now examine usefulness of this new design in

empirical applications, using online experiments.

5.1 Design and Implementation

The experiment was conducted using Amazon’s Mechanical Turk platform (hereafter AMT). The

platform has become popular in any domains of experimental social sciences. Detailed explana-

tions are presented in Goodman et al. (2013), Horton et al. (2011), Mason and Suri (2012), and

Paolacci et al. (2010).

We conducted experiments with hypothetical choices. One may argue that hypothetical choice

tasks conducted on AMT would deliver quite di�erent results from incentivized laboratory ex-

periments. However, available evidence show that this is not the case—time preference estimates

from Montiel Olea and Strzalecki (2014), Ericson and Noor (2015), and Hardisty et al. (2013) are

all comparable to what is usually observed in incentivized experiments. Other studies, such as

Bickel et al. (2009), Johnson and Bickel (2002), Madden et al. (2003, 2004), and Ubfal (2016), also

found no e�ects of incentives.
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We used the hypothesis space H = H1 used in the �rst set of simulations presented above

and design space

D =


t : (0, 14, 28)

k : (14, 21, 28, 35)

at : (0.91, 0.94, 0.97, 1.00, 1.03)

at+k : (1.00, 1.03, 1.06, 1.09, 1.12)

 .

We set the number of questions to 20. For the Fixed rule, we use the sequence of questions

presented in Table F.2 in Appendix F. In this version of the experiment, the temperature parameter

λ is �xed at the same level (0.18) across treatments and subjects. We plan to address this noise

issue in future research.

We conducted three treatments, EC
2
, Fixed, and Random, with 45 workers in each. Each

worker received a $3 participation fee after completing all 20 questions and an exit survey. Since

the entire experiment took about 15 to 20 minutes, the hourly wages for those workers were

around $10, which is quite high by AMT standards.

5.2 Results

Preliminary data analysis. Out of the N = 135 AMT workers participated in our study, two

dropped out in the middle of the experiment, four had no variability in their allocation decisions,

and �ve exhibited a strong “anchoring e�ect” identi�ed by signi�cant linear correlation between

randomly selected initial slider locations and �nal allocation decisions (t-test on Pearson’s cor-

relation coe�cient, p < 0.001). We exclude those 11 subjects from our data analysis.

One disadvantage of AMT is that we cannot monitor workers while they are performing the

task and check if they are paying attention to it. However, the response time data reveal that

the subjects in our experiments did not inattentively click “proceed” button to �nish the task as

quickly as possible: The median subject spent about �ve to six minutes in reading the instructions,

about seven to nine seconds in each CTB question, and about four to �ve minutes in completing

all 20 CTB questions.
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Preference parameter estimates. The �rst data are the estimated values, and precision, of

the preference parameters (α, δ, and β). We �rst show values computed from the subject-speci�c

Bayesian posterior distributions in the last four trials.

Consider β values (present-biasedness) as a speci�c example. For each subject and round r the

EC
2

procedure derives posterior probabilities of the seven discretized β values in the hypothesis

space H. The mean of the posterior distribution and its standard deviation represent the subject’s

estimate and accompanying precision. For pairs of parameters these data can be represented in

a scatter plot. Plotting the pairs gives evidence about whether there is any correlation, across

subjects, between parameter values (e.g., do those who are present-biased, as evidenced by low

β, discount the future more or less, as evidenced by the value of δ?).

Figure 5 plots parameter estimates (averaged over last four trials) along with bivariate con-

�dence bars. Figure 6 plots empirical CDFs of these estimates. Several features of the estimates

can be seen in these Figures:

1. Many estimates, particularly curvature α and discount factor δ, are on the boundary near

the maximum or minimum of support of the data-driven priors. This is generally a sign

that the Bayesian priors need to be stretched out further to better �t subjects who have

unusually high or low parameter values. Keep in mind that after the data are collected,

they can be reanalyzed using any Bayesian priors. The particular data-driven priors that

we used only constrained the sequence of budget lines that each subject faced.

2. Most estimates of δ (95.5%), and most estimates of β (66.2%) are below one. The percentages

for subjects who have posteriors larger than 0.9 on values δ < 1 and β < 1 are 94.7% and

35.2%, respectively.

3. Pairs of parameters are not very correlated across subjects. While the procedure is not

optimized to estimate cross-parameter correlation, these data suggest that the constructs

are rather separate.

4. The values we estimate are comparable to those in previous CTB experiments. Recall that

the method starts with a data-driven prior constructed from estimates from Andreoni and
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Figure 5: Scatterplots of estimated parameters. Each dot represents single subject’s mean and lines repre-

sent standard deviation, both from posterior belief averaged across the last four questions.
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Figure 6: Empirical CDFs of estimated parameters.

Sprenger (2012), Andreoni et al. (2015), and Augenblick et al. (2015). The distributions of the

means of posterior parameter distributions do not move much away from the prior means.
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Our median β estimate is close to 1, which is higher than some of the recent studies �nding

signi�cant present bias (e.g., Balakrishnan et al., 2015; Bousquet, 2016; Sun and Potters,

2016). This result could be due to the hypothetical procedure, which may not generate as

strong a desire for the immediate reward as would be present with actual payments.

5. The distribution of the �nal parameter estimates are indistinguishable across treatments

(Figure 6). It suggests that presenting a sequence of questions in an adaptive design fashion

does not induce biases in estimated �nal parameters (which is a requirement for an adaptive

method to be practically useful).

Speed of convergence. Next we present some statistics illustrating how rapidly the di�erent

sequencing methods achieve precision. Figure 7 shows “survival” curves (based on the actual

choices, and averaged across subjects). These curves count how many hypothesized parameter

con�gurations have posterior probability above a particular cuto� (in these �gures, the cuto� is

0.01). A good method will reduce the set of surviving hypotheses rapidly, which will be evident

visually as a steeply plunging curve. For example, the procedure starts with 175 di�erent three-

parameter (α, δ, β) hypotheses, each with prior probability of either 0.004 or 0.008 (see Table 2).

After �ve questions, on average 15, 28, and 28 hypotheses survive using EC
2
, Fixed, and Random

procedures (panel A of Figure 7). The results for 35 di�erent two-parameter (δ, β) hypotheses

are similar, although the advantage of EC
2

is a bit less pronounced (panel B of Figure 7). Another

way to measure the advantage is to �x the number of surviving hypotheses after �ve questions,

and compute how many questions are needed, using Fixed or Random sequences, to achieve the

number of surviving hypotheses. The answers are 10 in both cases. So regardless of how the

speedup advantage is measured, the EC
2

procedure is about twice as good.
17

Another measure of quality is how precisely parameters are estimated partway through an

experiment. To illustrate, we compare parameter estimates (i) after 10 questions had been asked

17
Note also that the Fixed method is slightly inferior to Random. Intuitively, in Fixed-sequence designs the de-

sign may get stuck using questions which are not providing information which is useful for estimating parameters.

Because the design is �xed it persistently asks “uninteresting” questions. The Random design does not get stuck in

this way.
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and (ii) after all 20 questions had been asked (Figure 8). Estimated β in EC
2

treatment is more

narrowly scattered around the 45-degree line compared to other two treatments, indicating that

EC
2

learned (and became con�dent) true underlying parameter and did not revise this estimate

much afterwards. The performance of EC
2

and Random are similar in estimating δ.

Finally, it is notable that nearly half the responses are choices of either 0 or 100 tokens allo-
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cated to the later reward date. The high frequency of these extreme “corner” allocations has been

observed in many studies using CTB.

Corner choices are not unreasonable. But suppose a person is consistently choosing, say, 100

token allocations to the later reward, and 0 to the sooner reward, for several di�erent budget lines

in a row. Such a pattern of persistent choices of 100 implies that the budget lines which were cho-

sen are not e�ciently determining the strength of preference for allocations to the earlier reward.

An e�cient method would quickly locate a budget line for which some tokens are allocated to

the sooner reward.

More generally, in a good method allocations should be negatively autocorrelated across trials

(e.g., subjects who are choosing corners should �ip back and forth between allocating 0 and 100

on consecutive trials quite often). As an illustration, Figure 9 take three representative subjects

from the EC
2
, Fixed, and Random conditions (from top to bottom) and plots the dynamics of

sooner allocation percentages (panel A) and a scatterplot between “% sooner in question r + 1”

and “% sooner in question r” (panel B). The subject in the Fixed condition changed his/her sooner

allocation monotonically, which makes sense by design of the sequence (asking four questions

in the same time frame, from low gross interest rate to high, and then move on to next �ve with

di�erent time frame). The subject in the Random condition chose corners frequently, but s/he

sometimes stuck to one corner (between questions 11 and 16, for example). Unlike those two, the

subject from EC
2

condition �ipped back and forth between two corners with high frequency—

s/he never stopped at one corner for more than three questions in a row.

Figure 10 generalizes this idea and plots the cumulative distribution functions of consecutive-

trial autocorrelations for the three sequencing methods, across subjects (where a separate auto-

correlation is computed for each subject). The �xed sequence generates hardly any signi�cantly

negative autocorrelations. For the EC
2

method most autocorrelations (30/43 = 0.70) are negative

with a mass around−0.50. Even though we cannot reject the null hypothesis of equal distribution

between EC
2

and Random using the two-sample Kolmogorov-Smirnov test (p = 0.23), there is a

qualitative di�erence between those two distributions. Among the 30 subjects who have negative

autocorrelation, 11 (37%) of those values are signi�cant at 5% level (t-test) in EC
2
. In Random, on
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Figure 9: (A) Dynamics of percentages of tokens allocated to sooner payment. (B) Lagged scatterplot

between sooner allocation percentages between two consecutive time periods. From left to right: EC
2
,

Fixed, Random.
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the other hand, there are only three signi�cantly negative autocorrelations out of 25.
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6 Possible Strategic Manipulation

Experimental economists have found it prudent to treat our subjects as (possibly) intelligent

enough to think very carefully about how they should behave in an experiment, in order to earn

more money.

This concern for how conniving subjects might be, while perhaps a bit paranoid, can help to

expose weaknesses in design that could jeopardize inference, and which are often easily repaired.

(It is like worrying in advance about black hat cyberattacks when designing cyber security.)

In the case of adaptive experimental design, the obvious concern is that subjects could ‘game’

or strategize by making choices in early trials which increase the quality of choices that are

available to them in future trials.

In adaptive designs, subjects are likely to misrepresent their true preferences in some choices

if all of the following chain of conditions hold: (i) they believe that future test choices depend

on previous responses; (ii) they can compute how to misrepresent preferences in early choices

to create better future choices (as evaluated by their own preferences); and (iii) the value of

misrepresentation is high enough to be worthwhile. We present arguments and evidence that

misrepresentation resulting from the chain of conditions (i)-(iii) is likely to be rare. And if mis-

representation does occur, it could be easily detected and is not likely to lead to wrong conclusions

about revealed preferences which cannot be undone.

• Does strategizing pay? To partially answer this question, it is helpful to establish an upper

bound on the maximum gain from strategizing, for a particular design and player type.

The upper bound on the marginal gain is likely to be low. Here’s why: In later periods,

it does not pay to strategize since doing makes suboptimal immediate choices. And in

early periods, strategizing is immediately costly for the same reason. So there is a natural

tradeo� between the cost of strategizing in a period—the utility losses from deliberately

making the wrong choices—and the future gains from improved choice sets. It could be

that in a 10-period experiment, for example, strategizing is only bene�cial in the �rst three

periods. If so, the posterior probabilities computed after 10 periods might be close to the

correct posteriors because they include 7 periods of non-strategizing choice data after three
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periods of misleading data. It is also possible that when ranking di�erent subjects by their

risk-aversion, for example, we can recover an approximately correct ranking across subjects

even if manipulation leads to biased estimates of their means.

• Can strategizing be detected? Strategizing will typically leave clear �ngerprints in the data

from choices across a sequence of questions. In typical cases without strategizing, the

posterior probability of the most likely hypothesis—as judged from �nal round result– goes

up across the trials. In contrast, a strategizing respondent will appear to be one hypothesis

type in early trials, and then revert to their true type in later trials (as the future bene�t

of strategizing shrinks). This will leave a telltale pattern of posterior probabilities veering

from one type to another, from earlier to later trials. This is not evident in our data.

• How can strategizing be limited? There are several possible ways strategizing could be

limited, presuming one budget line will be chosen at random at the end of the experiment

as a basis for actual payment (the norm in experimental economics). The best remedy is

ingenious and simple: Choose randomly from the entire design space of possible budget

lines.
18 Do not choose from the set of lines that were presented. (Note that if the chosen

budget line is one that was not presented during the adaptive question selection, the subject

has to make a fresh choice.) The key to this method is that strategizing does not pay because

it does not improve the quality of the budget lines that will be used to eventually determine

the payment. Each of the entire set of budget lines is equally likely, regardless of what the

subject chooses. (The only �aw in this method is that it lowers the probability that any

of the actual choices that are made during the experiment will determine actual payment.)

An alternative method is to tell the subjects that all their choices will be used to estimate

their preferences, and the estimated preferences will be used to choose an allocation from

18
This idea was suggested by Cathleen Johnson. The Prince (acronym summarizing principles that de�ne the

method: priority, instructions to experimenter, concreteness, entirety) method of Johnson et al. (2015), begins with

a real choice situation (RCS), which is randomly selected from a set of all possible questions. The RCS is written

on a sheet of paper and put in a sealed envelope. The experimenter asks subjects to give “instructions” about the

real choice to be implemented. At the end of the experiment, the experimenter opens the envelope and selects the

subject’s desired option using the instruction provided by the subject.
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a di�erent budget line (Krajbich et al., 2017).
19

In this method, the subjects are essentially

“training" an algorithm, much as choices of Amazon books are training a recommender

system.

7 Conclusion

In this paper we described and applied a method, called DOSE, for choosing an informationally-

optimal sequence of questions in experiments. This method should be useful to the many eco-

nomics experimenters who are currently using those methods in lab and �eld experimenters, and

in surveys, and would value halving the time it takes to estimate parameters.

The �rst empirical �nding is that the distributions of estimated β, δ, and α parameter are

similar to those observed earlier. The second, novel, �nding is that the EC
2

method is able to

estimate parameters much more precisely during the middle part of an experiment– about twice

as fast.

If one accepts the value of optimal adaptive design, there is a lot of interesting work to do.

Here is a short to-do list:

1. Other choice domains: There are many areas of behavioral economics in which multiple

theories or parametric frameworks are used to explain the same stylized facts. As noted

in the introduction, adaptive optimal design is one way to make progress when there are

multiple well-speci�ed theories, and some intuitions (or evidence, as implemented here)

about a prior probability distribution of parameters. These methods could be applied to

distinguish theories about: Risky choice; social preferences and fairness; non-equilibrium

19
In their application of DOSE method in a binary-choice risk preference elicitation task, subjects were told that:

(i) subjects’ responses during the task were hypothetical and would not count for the �nal payment; (ii) those hy-

pothetical choices would be used to determine their risk preferences; (iii) a new question that had not been asked

during the task would be drawn at random, and a computer algorithm would make a choice for the subject based on

the hypothetical answers. Since every decision made during the task would in�uence how the computer algorithm

would decide in a new question that determines the payment, the proposed mechanism would mute the subjects’

incentive to misreport.
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choices; and learning in games.
20

2. Multiple (non myopic) question selection: Our implementation chooses one question at a

time. It is possible that choosing sequences of two or more questions would be a substan-

tial improvement, at the cost of more computation. For example, many people have an

intuition that when choosing questions to estimate β and δ, say, it could be better to use a

two-stage procedure like the following: Choose questions to estimate δ �rst (by imposing

a front-end delay for the earlier reward, so all valuations depend on β), then transition to

estimate β in the second stage. The myopic implementation cannot do this automatically

because it cannot select a “package” of multiple questions to capture sequential informa-

tion complementarities. That is, a δ-focussed question in trial 4 might be informationally

valuable only if it is followed by two more δ-focussed questions. Our myopic procedure

will not include this complementarity. However, the method can be easily adapted to see if

selecting sequences of trials non-myopically is a large improvement.

3. Handling noise: There are two ways to handle noise in the DOSE framework. In the �rst ap-

proach, the researcher can jointly estimate preference parameters and the stochastic choice

parameter by preparing a rich enough hypothesis space. The downside of this approach is

that the algorithm may need to ask many questions to be con�dent. In the second approach,

the researcher can ask small set of questions just to learn each subject’s tendency to make

mistakes, and then plug this subject-speci�c noise parameter in the DOSE algorithm to ask

main questions. Designing and comparing these two approaches are left for future works.

4. Optimal stopping: Part of experimental design is when to stop asking questions. It is easy

to compute an optimal stopping rule in theory: Quit asking questions when the marginal

cost begins to exceed the expected marginal information bene�t (or some loss function

summarizing the expected possible bene�ts of learning more). However, in practice these

cost and bene�t numbers are not always easy to compute.

20
These methods could also be applied to identify individual speci�c “boundaries” of context e�ects, such as

compromise and asymmetrically dominated e�ects (Huber et al., 1982; Simonson, 1989). The method would allow

researchers (and marketers) to quickly identify the best placement of decoy options.
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5. Using non-choice data: The procedure uses only observed choices. In our experiments,

however, we also observed response times (RTs) and the positions of a slider bar over time.

These non-choice data could contain information that would help diagnose what theories

describe behavior and what parameter values are. One potential example exploits the com-

mon correlation between how close in value two choices are, and how long a decision

takes. Typically, “di�cult” decisions—when objects are close in value—are slower and have

longer RTs (see Clithero, 2016). Suppose there are two hypotheses about possible behavior,

C and F. Also suppose that for a particular budget line under hypothesis C the allocations

on the line are close in value and under the other hypothesis F they are far apart in value.

A slow RT is more consistent with hypothesis C than with hypothesis F, and could be used

to update probabilities much as observed choices are.
21

Finally, we think optimally adaptive design is relevant to the recent growth of interest in scien-

ti�c reproducibility (to which we have also contributed; see Camerer et al., 2016, 2018). Concern

about reproducibility is partly about weak statistical power, partly about publication bias and

snowballing of attention to weak results, and partly about incentives of career-concerned scien-

tists, journal editors and referees, funding agencies, science journalists, and others. All of these

elements are important and will probably be improved upon, but let’s consider only statistical

power for now.

Statistical power obviously depends on sample size, variability in responses, and the type of

statistical tests that are used to analyze data. Experimental design also matters. What we have

shown in this paper is that for one type of choice experiment which is widely used in experi-

mental economic, there is a sweet spot for short experiments—about 5-10 trials—in which about

twice as much information is generated by an adaptive design. This innovation is not that di�-

cult to implement, and will immediately improve the quality of inference and therefore improve

reproducibility.

21
Many previous studies have made this point and used non-choice data. Some recent papers include Clithero

(2018), Franco-Watkins et al. (2016), Frydman and Krajbich (2016), Konovalov and Krajbich (2016).
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